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Abstract. We compute the exact descriptive class of the set of all compact arc-connected

subsets of R2, which turns out to be strictly higher than the classical Σ1
1 and Π1

1 classes of

analytic and coanalytic sets, but strictly lower than the class Π1
2 which is the exact descriptive

class of the set of all compact arc-connected subsets of R3.

If X is any Polish space then it follows readily from the definitions that the set KCarc(X) of all
compact arc-connected subsets of X, is a Π1

2 subset of the space K(X) of all compact subsets of
X, endowed with the Vietoris topology. Moreover Ajtai and Becker showed independently (see
[4], Theorem 37.11) that the set KCarc(R3) is actually Π1

2-complete.

The goal of the present work is to compute the exact descriptive complexity of the set
KCarc(R2). More generally, given any space X we consider the set Carc(X) of all arc-connected
closed subsets of X, viewed as a subset of the space F(X) of all closed subsets of X, endowed
with the Effros Borel structure.

By a planar Polish space we mean a subspace of R2, on which the induced topology is Polish,
that is a Gδ subset of R2. Our first main result is the following:

Theorem A. For any planar Polish space X the set Carc(X) is a Ǎ(Π1
1) set.

where Ǎ(Π1
1) denotes the class of all complements of sets obtained from Π1

1 sets by Suslin
operation A. Let us recall that it was already known from Ajtai and Becker work that the set
KCarc(R2) is not Π1

1 (see [4]).
The proof of of Theorem A relies on recent results from [3] and makes use of Effective De-

scriptive Set Theory. Also as a by-product of this proof we obtain the following property which
is specific of the plane topology, since the analog is no more true in R3.

Theorem B. For any planar arc-connected Polish space X there exists a Borel mapping which
to any pair (x, y) of distinct points in X assigns an arc J ⊂ X with endpoints x and y.

In fact the proof of Theorem A relies on a parametrized version of Theorem B in which the
space X is replaced by a variable closed subset of X. The precise statement of this latter result
(Theorem 5.6) necessitates a number of preliminaries, and we refer the reader to Section 5 for
more details.

The second main result is that if X = R2, or the unit square I2, then the complexity bound
given by Theorem A is best possible. More precisely we prove:

Theorem C. The set Carc(I2) is Ǎ(Π1
1)-complete.

It is worth noting that the class Ǎ(Π1
1) appeared already in previous complexity computations

in the hyperspace F(X). We mention the following two results proved in [2] (Theorems 6.3 and
6.4) where Cloc(X) denotes the set of all locally connected closed subsets of X:

a) For any Polish space X the set Cloc(X) is a Ǎ(Π1
1) set.
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b) There exists a Polish space X ⊂ I3 for which the set Cloc(X) is Ǎ(Π1
1)-complete

Note however that unlike for Carc(X), if X is a compact space the set Cloc(X) is Borel ([2]
Proposition 6.1).

1. Some descriptive classes

Throughout this work by a “space” we shall always mean a subset of some Polish space, though
we shall introduce in some situations an additional (possibly non separable) metric or topology
on the initial given space. However all descriptive notions we shall consider will always refer to
the initial Polish structure.

For classical descriptive classes we follow logician notation. In particular Σ1
1,Π

1
1,∆

1
1 will

denote respectively the classes of analytic, coanalytic, Borel, subsets of Polish spaces, and as
usual we denote by “lightface” symbols Σ1

1 , Π
1
1 , ∆

1
1 the corresponding “effective” versions. But

we shall also consider in this work some less popular classes. For this we recall next some basic
descriptive notions in the frame of an arbitrary class Γ.

Given any subspace X of some Polish space X̃ we denote by Γ(X) the set of all subsets of X

which are the trace on X of a set in Γ(X̃). Since all classes we shall consider are closed under

Borel isomorphim, Γ(X) does not depend on the particular choice of the surrounding space X̃.

Note that in general Γ(X) is a proper subset of P(X) ∩ Γ(X̃). We also recall that a mapping
f : X → Y is said to be Γ-measurable if the inverse image of any open subset of Y is in Γ(X). If
Γ is closed under countable unions and intersections then the inverse image of any Borel subset
of Y by f is in Γ.

For any class Γ we consider the class A(Γ) obtained from Γ by Suslin operation A and we
denote by Ǎ(Γ) its dual class, that is the class of all complements of sets in A(Γ). Since countable
unions and countable intersections are particular instances of operation A, it follows from the
idempotence of operation A that the classes A(Γ) and Ǎ(Γ) are closed under countable unions
and intersections. In particular, for any class Γ, the notions of A(Γ)-measurability and Ǎ(Γ)-
measurability are the same. Also since Σ1

1 = A(∆1
1) and Π1

1 = Ǎ(∆1
1) we have the following

property:

Proposition 1.1. The inverse image of any Σ1
1 (respectively Π1

1) set by an A(Γ)-measurable
mapping is in A(Γ) (respectively Ǎ(Γ)).

In particular the right composition f◦g of an A(Γ)-measurable mapping f with a Borel map-
ping g, isA(Γ)-measurable. And if Γ is closed under Borel isomorphisms then the left composition
h◦f of f with a Borel mapping h is A(Γ)-measurable too.

Of particular interest for our study is the notion of bianalyticity that we recall.

Definition 1.2. Given spaces X,Y :
A subset A of X is said to be bianalytic in X if A is in Σ1

1(X) ∩Π1
1(X).

A mapping f : X → Y is said to be bianalytic if f is Σ1
1 (equivalently Π1

1)-measurable.

Note that by the separation Theorem of analytic sets, if X is analytic then bianalytic sets
and mappings are Borel; and the notion of bianalyticity is interesting mainly in the frame of
coanalytic spaces. We mention also the following two properties that we will use:

Proposition 1.3. If Y is a Polish, or a standard Borel, space then any bianalytic mapping
f : X → Y on a space X admits an extension f̃ : X̃ → Y to a bianalytic mapping with coanalytic
domain. If moreover X is analytic then X̃ and f̃ can be taken Borel.

1.4. Notation: For all n ≥ 1 we shall use the quantifier ∃≤n as an abbreviation for: “There
exists at least one, and most n”. Also if π : X×Y → Y is the canonical projection and A ⊂ X×Y
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we set for all n:
π(n)(A) = {x ∈ X : ∃≤ny, (x, y) ∈ A}

Proposition 1.5. Let X,Y be Polish spaces. If A ⊂ X × Y is Borel, then for all n ≥ 1, the set
π(n)(A) is Π1

1 and the mapping x 7→ A(x) from π(n)(A) to K(Y ) is bianalytic.

See [8] for the case n = 1, from which the general case can be derived easily.

1.6. The class Σ: We denote by Σ the smallest class containing both classes Σ1
1 and Π1

1, and
closed under countable unions and intersections; so Σ ⊂ A(Π1

1) ∩ Ǎ(Π1
1).

We recall the following classical result:

Theorem 1.7. (Yankov - von Neumann) For any Σ1
1 set A ⊂ X × Y in a product space, if

P is the projection of A on X then there exists a Σ-measurable mapping f : P → Y with graph
contained in A.

2. The arc-connection relation

In this section we present briefly the main notions and known results, which we will use freely
in the sequel, concerning the arc-connection relation, namely in the plane. For more details we
refer the reader to [3].

2.1. Arcs: By an arc I we mean as usual a compact space homeomorphic to the unit interval

I = [0, 1]. For an arc I we denote by e(I) the set of its endpoints and set
◦
I = I \ e(I). The

set J (X) of all arcs in some space X, viewed as a subset of the space K(X), is Borel (in fact
Π0

3 = F σδ) and the mapping e : J (X) to K(X) is Borel (see [1]).

For practical reasons, we shall consider a singleton {a} as a degenerated arc with a as a unique
endpoint. All notions and notations for arcs extend trivially to degenerated arcs. A set will said
to be a possibly degenerated arc, and we shall write p.d. arc, if it is either an arc or a singleton.
We denote by Ĵ (X) the set of all p.d. arcs.

If I is an arc, for any {a, b} ⊂ I we denote by I{a,b} the sub-arc of I with endpoints {a, b}.
The mapping which to any arc I and any pair {a, b} ⊂ I assigns the arc I{a,b}, is Borel, since its
graph: {(I, J) ∈ J (X)2 : J ⊂ I and e(J) = {a, b}} is Borel.

2.2. Triods: A simple triod in a space X is a compact subset T = J0 ∪ J1 ∪ J2 of X which is the
union of three arcs Ji such that for all i ̸= j, Ji ∩ Jj = {c} is a singleton. The arcs Ji, which are
uniquely determined up to a permutation, are called the branches of T , and c is called the center
of T .

In this work we shall never consider the more general notion of triod introduced initially by
Moore in [6], and in the sequel by a “triod” we shall always mean a “simple triod”.

Since the set J (X) of all arcs is a Borel subset of K(X) and the ∪ and ∩ operations on K(X)
are Borel, it follows from the almost uniqueness of the decomposition of a simple triod, that if X
is a Polish space then the set T (X) of all simple triods in X is a Borel subset of K(X) and the
mapping c : T → X, which assigns to any simple triod T its center, is Borel.

2.3. Arc-components: We denote by EX the arc-connection equivalence relation on X. If X is a
Polish space then EX is analytic as the projection on X2 of the Borel set

B = {
(
(x, y), J

)
∈ X2 × Ĵ (X) : e(J) = {x, y}}.

Any arc-component C in a space X is:
– either a singleton,
– or admits a one-to-one continuous parametrization φ : I → C where I is a (closed, open,

half-open) interval in R or the unit circle, and we shall then say that C is a curve,
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– or else contains a triod and we shall then say that C is a triodic component.

We denote by ΘX the union of all triodic components of X, to which we will refer as the
triodic part; and the space X is said to be atriodic if ΘX = ∅. If the space X is Polish then the
equivalence relation EX is analytic, hence each triodic component, as well as the triodic part, is
analytic. Note that there exist in R3 compact subsets with non Borel arc-components (see [5]).

2.4. Canonical arc-metrics and arc-topologies: Given any metric space (X, d) we can consider
the mapping δ : X ×X → [0,+∞] defined by

δ(x, y) = inf{diam(H) : H arc-connected s. t. {x, y} ⊂ H ⊂ X}
where inf ∅ = ∞. So if x ̸= y are in the same arc-component then

d(x, y) ≤ δ(x, y) = inf{diam(J) : J ∈ J (X) s.t. e(J) = {x, y}} <∞
and if not then δ(x, y) = ∞. Moreover setting by convention α +∞ = ∞ for any α ∈ [0,∞] we
have for all x, y, z ∈ X

δ(x, z) ≤ δ(x, y) + δ(y, z)

Hence strictly speaking δ is not a distance onX, but δ induces a distance on any arc-component
ofX. We shall refer to δ as the canonical arc-pseudo-metric defined by (X, d), and to its restriction
to any subset A of some arc-component of X as the canonical arc-metric on A defined by d.

The set of all δ-open balls with finite radius, constitutes a basis of a metrizable topology τ on
X, finer than the initial topology t defined by d. Note that:

x = lim
n
xn in (X, τ) ⇐⇒

{
∃ (Jn)n in J (X, t) : ∀n, e(Jn) = {x, xn}
and {x} = limn Jn in K(X, t)

so the topology τ can in fact be defined directly from the topology t, and we shall say that τ is
the canonical arc-topology defined by t.

We emphasize that even if the initial topology t is separable the topology τ is not in general.
For example if we fix in the unit circle in R2 a copy C of the Cantor space then the union of
all rays joining the center to an element of C, is an arc-connected compact space X. But if δ
denotes the canonical arc-metric on X defined by the euclidean metric then for any two distinct
element a ̸= b in C, δ(a, b) ≥ 1.

The canonical pseudo-metric δ was introduced in [3] for a Polish planar space X. But as the
reader can easily check the following properties extracted from [3], that we state without proof,
do not rely on this additional assumption.

Theorem 2.5. Let δ be the canonical arc-pseudo-metric defined by the metric space (X, d), and
let t and τ be respectively the d-topology and δ-topology on X.

(1) If (X, d) is complete then (X, δ) is complete
(2) J (X, t) = J (X, τ),
(3) For any arc J ⊂ X, d-diam(J)= δ-diam(J)
(4) For any arc J ⊂ X, (J, t) = (J, τ)
(5) All open δ-balls with finite radius are arc-connected,

Note that by property (2) the arc-connected subsets of (X, d) and (X, δ) are the same, so the
reference to arcs and arc-connectedness in the following properties is non ambiguous.

The plane arc-connection relation: All specific properties of the arc-connection relation in the
plane are due to the following fundamental property of the plane topology.

Theorem 2.6. (Moore) Any family of pairwise disjoint triods in the plane is countable.

In particular any planar set admits at most countably many triodic components.
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Definition 2.7. If τ is the canonical arc-topology of some space (X, t), the triodic kernel of X,
that we denote by ΣX , is the τ -closure of the set of all centers of triods in (X, t).

The following theorem is a synthetic summary of the main results of [3].

Theorem 2.8. Let (X, t) be a planar Polish space, and let τ be the corresponding arc-topology.
a) ΣX is τ -separable, hence (ΣX , τ) is a Polish space, and ΣX is a Borel subset of (X, t).
b) The set B = {(x, J) ∈ X ×J (X) : J ⊂ X, e(J) = {x, y} and J ∩ΣX = {y}} is Borel and

for all x ∈ X \ ΣX , card(B(x)) ≤ 2.
c) The equivalence relation EX is Borel.

Remark 2.9. Note that the projection on X of the set B in property b) is the set Σ′ = ΘX \ΣX .
Since B is a Borel set with finite sections then it admits a Borel uniformization. Hence there exist
Borel mappings Ψ : Σ′ → J (X) and ψ : Σ′ → ΣX such that for all x ∈ Σ′, e(Ψ(x)) = {x, ψ(x)}
and Ψ(x) ∩ ΣX = {ψ(x)}.

3. The partial operation
∨

on oriented arcs.

3.1. Oriented arcs: An oriented arc is a triple I⃗ = (I, a, b) where I (the domain of I⃗) is an arc
and the two elements set e(I) = {a, b} is ordered by the pair (a, b). We shall then say that I is
an arc joining a to b and set:

dom (I⃗) = I ; e(I⃗) = (a, b) ; a = e0(I⃗) and b = e1(I⃗)

so e(I) is a two elements subset of X, while e(I⃗) ∈ X2. We will denote by f the flip operation

which assigns to any oriented arc I⃗ = (I, a, b) the arc f(I⃗) = (I, b, a).

Given any oriented arc I⃗ = (I, a, b) the relation on I defined by:

x ≤I⃗ y ⇐⇒ I{a,x} ⊂ I{a,y} ⇐⇒ I{y,b} ⊂ I{x,b}

is a total ordering and we denote by <I⃗ the corresponding strict ordering, to which we refer as

the total order on I defined by I⃗. In the sequel the notation I⃗ will always suppose implicitly that

dom (I⃗) = I. Also for simplicity, when there is no ambiguity on the orientation of I we shall set

e0(I) = e0(I⃗), e1(I) = e1(I⃗), and denote by <I the total order on I defined by I⃗.

The set J⃗ (X) = {(I, a, b) ∈ J (X) ×X2 : e(I) = {a, b}} of all oriented arcs is clearly Borel.

Hence the set {(I⃗ , x, y) ∈ J⃗ (X)×X2 : x <I⃗ y} is Borel too, and the flip operation f is Borel.

Definition 3.2. Given two oriented arcs I⃗0 = (I0, a0, b0) and I⃗1 = (I1, a1, b1) such that I0∩I1 ̸= ∅
and a0 ̸= b1 we define the oriented arc:

I⃗0 ∨ I⃗1 = (I, a0, b1) with

 I = I
{a0,c}
0 ∪ I{c,b1}1

and
c = min<I⃗0

(I0 ∩ I1)

It follows readily from the previous definition that if I⃗0 ∨ I⃗1 is defined then

dom(I⃗0 ∨ I⃗1) ⊂ I0 ∪ I1 and e(I⃗0 ∨ I⃗1) = (a0, b1)

Definition 3.3. a) For any finite sequence (I⃗m)m≤n of oriented arcs, we define inductively the
oriented arcs:

J⃗0 =
∨
0

I⃗0 = I⃗0 and J⃗n =
∨

m≤n

I⃗m = J⃗n−1 ∨ I⃗n.

b) If (I⃗n)n∈ω is an infinite sequence in J⃗ (X), we shall say that J⃗ =
∨

n∈ω I⃗n is defined if for

all n, J⃗n =
∨

m≤n I⃗m is defined, and J⃗ = lim J⃗n.
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Remarks 3.4. a) We emphasize that
∨

is a partial operation, so J⃗n =
∨

m≤n I⃗m is defined only
if all the terms in its definition are defined, that is if for all 0 < m ≤ n :

Jm−1 ∩ Im ̸= ∅ and e1(J⃗m) ̸= e0(J⃗0)

and if so then:

Jn ⊂
⋃

m≤n

Im and e(J⃗n) = (e0(I⃗0), e1(I⃗n))

b) If for all 0 < m ≤ n, e0(I⃗m) = e1(I⃗m−1) ̸= e0(J⃗0) then e1(I⃗m−1) ̸= e0(J⃗m) = e0(J⃗0) and

e1(J⃗m−1) = e0(I⃗m) ∈ Jm−1 ∩ Im, hence J⃗n =
∨

m≤n I⃗m is defined.

Lemma 3.5. The set of all finite or infinite sequences (I⃗n)n<N in J⃗ (X) such that J⃗N =
∨

n<N I⃗n

is defined, is Borel, and the mapping which assigns J⃗N to (I⃗n)n<N is Borel.

Proof. It follows from its definition that the set D2 of all pairs (I⃗0, I⃗1) ∈
(
J⃗ (X)

)2
such that I⃗0∨ I⃗1

is defined, is Borel. Since the ∩ an ∪ operations in K(X), and the mapping (I, a, b) 7→ I{a,b} are

Borel, then the mapping (I⃗0, I⃗1) 7→ I⃗0 ∨ I⃗1 is Borel on D2. This proves the lemma for N = 2, and
the general finite case follows by a straightforward induction; and the infinite case follows from
the definition. □

3.6. Subdivisions: Let J⃗ = (J, a, b) be an oriented arc and let < be the total order on J defined

by J⃗ . A subdivison of J⃗ is a finite sequence (J⃗k)0≤k≤ℓ in J⃗ (J) such that :

a = e0(J
0) < e1(J

0) = e0(J
1) < · · · < e1(J

k−1) = e0(J
k) < · · · < e1(J

ℓ−1) = e0(J
ℓ) < e1(J

ℓ) = b

Theorem 3.7. Let X be a space and (I⃗n)n∈ω be a sequence in J⃗ (X) satisfying :

a) for all n, J⃗n =
∨

m≤n I⃗m is defined,

b) the sequence (In)n∈ω converges in K(X) to a singleton {b} with b ̸= a = e0(I0).

Then J⃗ =
∨

n∈ω I⃗n is defined and e(J⃗) = (a, b).

Proof. Set for all n, I⃗n = (In, an, bn) and J⃗n = (Jn, a, bn), so bn ̸= a. For all s, t ∈ ω<ω, we
denote by s ∧ t the largest initial segment of s ∩ t, and if s ̸= ∅ we set: s∗ = s||s|−1.

Then starting from s0 = ⟨0⟩ and ŝ0 = ⟨J0⟩ = ⟨I0⟩, we construct inductively two sequences
(sn)n∈ω and (ŝn)n∈ω in ω<ω \ {∅} and J (X) respectively such that for all n, |ŝn| = |sn| and
ŝn = (Jj

n)j<|sn| is a subdivision of J⃗n, and for all m < n:
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(1) sn is an increasing sequence of integers ≤ n with sn(0) = 0,
(2) for all j < |sn|, Jj

n ⊂ Isn(j),
(3) sn ⪯ sn−1 or sn = s⌢⟨n⟩ with s ⪯ sn−1,
(4) if |sm ∧ sn| = k + 1 then for all j < k, Jj

n = Jj
m, and Jk

n ⊂ Jk
m

Suppose that (Jk
n)k<|sn| is already defined satisfying conditions (1) to (4). Then by definition

Jn+1 = J
{a,c}
n ∪ I{c,bn+1}

n+1 with c ∈ Jn ∩ In+1. Let

k = min{−1 ≤ j < |sn| : c ≤Jn
e1(J

j
n)} < |sn|}

with the convention e1(J
−1
n ) = e0(J

0
n) = a, so k = −1 if c = a. We then distinguish two cases:

(i) if c = bn+1 then Jn+1 = J
{a,bn+1}
n = J

{a,ak
n}

n ∪ J{ak
n,bn+1}

n =
(⋃

j<k J
j
n

)
∪ J{ak

n,bn+1}
n

and we set: sn+1 = sn|k+1 and Jj
n+1 =

{
Jj
n if j < k

J
{ak

n,bn+1}
n if j = k

(ii) if c ̸= bn+1 then Jn+1 = J
{a,c}
n ∪ I{c,bn+1}

n+1 =
(⋃

j<k J
j
n

)
∪ J{ak

n,c}
n ∪ I{c,bn+1}

n+1

and we set: sn+1 = sn|k+1
⌢⟨n+ 1⟩ and Jj

n+1 =


Jj
n if j < k

J
{ak

n,c}
n if j = k

I
{c,bn+1}
n+1 if j = k + 1

In particular if c = a then k = −1, so sn|k+1 = ∅ and sn+1 = ⟨n + 1⟩ is of length 1, and

J0
n+1 = I

{a,bn+1}
n+1 is the unique element of ŝn+1. This finishes the definition of sn+1 and ŝn+1

which clearly satisfy conditions (1), (2), (3); and we now prove condition (4).
So suppose that m < n+1 and u = sm∧sn+1, then by condition (3) u ⪯ sn hence u ⪯ sm∧sn.

If m < n then (4) follows from the induction hypothesis; and ifm = n then u ⪯ sn and (4) follows
from the definition of sn+1.

This ends up the construction of the sequences (sn)n∈ω and (ŝn)n∈ω, and we set s−1 = ŝ−1 = ∅.
Lemma 3.8. For all n:

(5) if ℓ < m < n and sℓ ⪯ sn then sℓ ⪯ sm
(6) if ℓ < n and sℓ ≺ t ≺ sn then there exists m such that ℓ < m < n and t = sm

Proof. The proof is by induction on n. For n = −1 the statements are trivial. So suppose they
are true for n.

Suppose that ℓ < m < n+ 1 and sℓ ⪯ sn+1. Since ℓ < n+ 1 then necessarily sℓ ⪯ s∗n+1 ⪯ sn.
If m < n then by the induction hypothesis sℓ ⪯ sm; and if m = n then sℓ ⪯ sn = sm. This
proves (5) for n+ 1.

Suppose that ℓ < n + 1 and sℓ ≺ t ≺ sn+1. Since t ̸= sn+1 then t ⪯ s∗n+1 ⪯ sn. Then either
t = sn and we are done; or else t ≺ sn and then by the induction hypothesis there exists m such
that ℓ < m < n and t = sm. This proves (6) for n+ 1. □

Lemma 3.9. One the following two alternatives holds:
(I) There exists m ≥ −1 such that the set Nm = {n > m : sn = sm or s∗n = sm} is infinite,
(II) There exists an increasing sequence (ni)i≥−1 such that for all i, and all n ≥ ni, sni

⪯ sn.

Proof. Note that by condition (6) the set S = {sn; n ≥ −1} is a tree, and consider the set
S′ = {sm ∈ S : ∀n > m, sn ⪰ sm} which is nonempty since ∅ = s−1 ∈ S′. It follows from
condition (5) that if ℓ < m and sℓ, sm are in S′ then sℓ ⪯ sm, hence S′ is a ⪯-chain.

– If S′ is finite, Let s be the ⪯-maximum of S′ and m = min{ℓ : sℓ = s}. Then for all n > m,
sm ⪯ sn, hence either sn = sm, or s∗n = sm, or |sn| > |sm|+1 and then by condition (6) (applied
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to t = sn||sm|+1) there exists n′ such that m < n′ < n and t = sn′ hence s∗n′ = sm; and it follows
that alternative (I) holds.

– If S′ is infinite then there exists a unique increasing sequence (ni)i∈ω in ω such that S′ \ ∅ =
{sni

; i ∈ ω} and alternative (II) clearly holds. □

For the rest of the proof of Theorem 3.7 we distinguish two cases according to Lemma 3.9.
Also for more clarity we shall split alternative (I) into two sub-alternatives.

Case (I.a): There exists m such that the set N = {n ∈ ω : sn = sm} is infinite

Set |sm| = k + 1; then H =
⋃

j<k J
j
m is an arc with e(H) = {a, bk−1

m } and for all n ∈ N ,

Jn = H ∪ Jk
n , with e(J

k
n) = {akn, bkn} = {bk−1

m , bkn} and Jk
n ⊃ Jk

n+1, hence J
′ =

⋂
n≥m Jk

n is an arc

with e(J ′) = {bk−1
m , b} and J = limn∈N Jn = H ∪ J ′ exists and is an arc with e(J) = {a, b}.

Let (ni)i∈ω be the increasing enumeration of N . If ni ≤ n < ni+1 then by definition of N we
have sni ⪯ sn; hence by condition (4) Jni ⊂ Jn and by condition (2)

Jn \ Jni ⊂ {Isn(j) : |sni | ≤ j < |sn|} .
If ki = |sni

| − 1 then pi = sn(ki) = sni
(ki) ↗ ∞, and since lim In is a singleton then

diam(Jn \ Jni
) ≤ diam(

⋃
p≥pi

Ip) ↘ 0. Moreover since e0(Ipi
) = e0(Isni(ki)

) = e0(J
ki
ni
) then

Ipi
∩ Jni

̸= ∅. Hence if dH is the Hausdorff distance on K(X) associated to some compatible
distance onX, then dH(Jn, Jni

)) = diam(Jn\Jni
) ↘ 0, which proves that limn Jn = limi Jni

= J .

Case (I.b): There exists m such that the set N∗ = {n ∈ ω : sn = sm
⌢⟨n⟩} is infinite

The argument is essentially the same. Setting |sm| = k + 1 and H =
⋃

j<k J
j
m as in (I.a)

observe that if n ∈ N∗, since sn = sm
⌢⟨n⟩, then |sm| = k + 2 and Jn = H ∪ Jk

n ∪ Jk+1
n . By the

same arguments as in (I.a), J = limn∈N∗ H∪Jk
n is an arc with e(J) = {a, b}. But by condition (2)

the additional term Jk+1
n is a subset of Isn(k+1) which by hypothesis b) of the theorem converges

to the singleton {b}; and it follows that J = limn∈N∗ Jn. The rest of the argument is exactly the
same as in (I.a)

Case II: S′ is infinite.
Set S′ \ {∅} = {sn;n ∈ M} and for all n ∈ M , |sn| = kn + 1 and Hn =

⋃
j<kn

Jj
n ⊂ Jn.

By condition (4) (Hn)n∈M is an increasing sequence of arcs with e(Hn) = {a, cn} and cn =

bkn−1
n = akn

n ∈ Isn(kn). Hence limn∈M cn = b and J =
⋃

n∈M Hn = limn∈M Hn exists and is an
arc with e(J) = {a, b}. Finally as in Case (I.a) if (mi)i∈ω is the increasing enumeration of M
then it follows from condition (2) that for all m = mi ≤ n < mi+1, if pm = sm(|sm| − 1) then
dH(Jn, Hmi) = diam(Jn \Hmi) ↘ 0 which proves that limn Jn = J . □

Remark 3.10. Let (In)n∈ω be an infinite sequence in J (X) such that :
a) for all n, e(In) = {an, an+1} for some sequence (an)n∈ω in X.
b) the sequence (In)n∈ω converges in K(X) to a singleton {b} with b ̸= a0.

Then by Remark 3.4.b) for all n,
∨

m≤n I⃗m is defined, hence by Theorem 3.7 the oriented arc∨
n∈ω(In, an, an+1) = (J, a0, b) is defined; and we shall write

∨
n∈ω In = J .

Moreover by Proposition 3.5 the mapping which to any such sequence (In)n∈ω assigns the arc∨
n∈ω In is Borel.

4. Arc-lifting

We recall that EX denotes the arc-connection equivalence relation on a given space X.

Definition 4.1. Given any subset S of some space X, an arc-lifting of S in X is a mapping
ψ : S2 ∩ EX → Ĵ (X) such that for all (x, y) ∈ S2 ∩ EX , e(ψ(x, y)) = {x, y}. If S = X we shall
say that ψ is an arc-lifting of X.
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IfX is Polish then the equivalence relation EX is analytic, and it follows then from Theorem 1.7
that X admits a Σ-measurable arc-lifting. But as we shall see next the existence of a Borel arc-
lifting for a space is a very strong assumption.

Proposition 4.2. If a Polish space X admits a Borel arc-lifting then the equivalence relation
EX is Borel.

Proof. Suppose that ψ : EX → Ĵ (X) is a Borel arc-lifting. Since EX and Ĵ (X) are Borel then

by classical results ψ admits a Borel extension ψ̃ : D → Ĵ (X) to a Borel domain EX ⊂ D ⊂ X2

such that for all (x, y) ∈ D , e(ψ̃(x, y)) = {x, y}; hence necessarily EX = D, and so EX is
Borel. □

We recall (see Theorem 2.8) that if X ⊂ R2 then EX is Borel, but there are compact spaces
in R3 with non Borel arc-components, hence which do not admit a Borel arc-lifting.

Definition 4.3. Given any subset S of some space X, and any element a ∈ X, a ⋆-arc-lifting of
S in X (with summit a) is a mapping φ : S → Ĵ (X) such that for all x ∈ S, e(φ(x)) = {a, x}.

Note that if S admits a ⋆-arc-lifting with summit a then a is not necessarily an element of S,
but S ∪ {a} is a subset of some arc-component of X.

Proposition 4.4. lf S admits a Borel ⋆-arc-lifting in X then S admits a Borel arc-lifting in X.

Proof. If φ : S → Ĵ (X) is a ⋆-arc-lifting of S with summit a, then S ⊂ EX(a) and for all
(x, y) ∈ S2 ⊂ EX , the oriented arc (φ(x), x, a) ∨ (φ(y), a, y) = (ψ(x, y), x, y) is defined, since
a ∈ φ(x) ∩ φ(y), and ψ(x, y) = {x, y}. Hence ψ is an arc-lifting of S in X and it follows from
Lemma 3.5 that if φ is Borel then ψ is Borel too. □

Theorem 4.5. Let (X, d) be a complete separable metric space. Suppose that D ⊂ S ⊂ C satisfy:
(1) C is an arc-component of X .
(2) S is equipped with some Polish topology τ finer than the topology induced by d on S.
(3) D is a τ -dense subset of S.
(4) For all ε > 0 there exists a basis U(ε) of the topology τ such that

∀U ∈ U(ε), ∀ {x, y} ⊂ D ∩ U, ∃ J ∈ J (X), d-diam(J) < ε and e(J) = {x, y}.
Then S admits a Borel arc-lifting in X.

Proof. Since the topology τ is Polish and finer than the d-topology on S, then S is a Borel subset
of (X, d) and the Borel structures induced by d and τ on S are the same. In particular any
τ -open set is Borel in (X, d).

Let S′ be the set of all non isolated points in S. We shall construct a Borel ⋆-arc-lifting Φ of
S′ in X; then since S \ S′ is countable Φ admits a Borel extension to a ⋆-arc-lifting of S; and for
simplicity we shall suppose that S has no isolated points.

We then fix a complete distance δ on S compatible with τ . We may also suppose that all
U ∈ U(ε) are of δ-diameter < ε.

Let U denote the set of all τ -open subsets of S. Then starting from U∅ = X we construct a
tree T ⊂ ω<ω and a family (Us)s∈T in U , such that setting A∅ = X and for all s⌢⟨n⟩ ∈ T ,

As⌢⟨n⟩ =
(
Us⌢⟨n⟩ \

⋃{
Us⌢⟨m⟩; m < n and s⌢⟨m⟩ ∈ T

} )
the following conditions hold:

(1) Us ∈ U(2−|s|) and Us⌢⟨n⟩
τ ⊂ Us,

(2) Us⌢⟨n⟩ ∩As ̸= ∅ and As ⊂
⋃{

Us⌢⟨m⟩; s
⌢⟨m⟩ ∈ T

}
.
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The construction is achieved by induction on T : assuming that the set Us is constructed such
that As ̸= ∅, consider the set

Vs =
{
V ∈ U(2−|s|) : V

τ ⊂ Us and V ∩As ̸= ∅
}
.

Since the topology τ is regular then As ⊂ ⋃Vs. We then fix an enumeration (Vn)n∈ω of the set
Vs and define inductively a (finite or infinite) sequence (kn, Us⌢⟨n⟩)n in ω×Us by (k0, Us⌢⟨0⟩) =
(0, V0) and for n > 0:

kn = min{k > kn−1 : Vk \
⋃

m<n

Us⌢⟨m⟩ ̸= ∅} and Us⌢⟨n⟩ = Vkn
.

Then Us⌢⟨n⟩ satisfies conditions (1) and (2) and As⌢⟨n⟩ ̸= ∅, which finishes the construction.

Fix then any element a = a∅ ∈ D. Since S has no isolated points, for all s ∈ T \ {∅} we can
fix an element as ∈ D ∩ Us \ {as|k ; k < |s|}. So if s∗ = s||s|−1 then by construction as ̸= as∗ ,

{as∗ , as} ⊂ Us and Us ∈ U(2−|s|); hence by the hypothesis we can fix an arc Is such that d-
diam(Is) < 2−|s| and e(Is) = {as∗ , as}. Then for any infinite branch σ ∈ ⌈T ⌉, aσ = limk aσ|k

exists in (S, δ), and if aσ ̸= a then (see Remark 3.10) the arc
∨

k∈ω Iσ|k = (Jσ, a, aσ) is defined,
and the mapping σ 7→ Jσ is Borel.

Conversely for all x ∈ S, there is a unique σx ∈ ⌈T ⌉ such that x ∈ Uσx|k ∩ Aσx|k for all k,

hence x = aσx . It follows from conditions (1) and (2) that the mapping φ : x 7→ σx from S to
⌈T ⌉ is a bijection, and since φ−1

(
{τ ∈ ⌈T ⌉ : s ≺ τ}

)
= As is the difference of two open subsets

of X, the mapping φ is Borel. Hence the mapping Φ : S → Ĵ (X) defined by Φ(x) = Jφ(x) if
x ̸= a and Φ(a) = {a} is a Borel ⋆-arc-lifting of S in X with summit a, and by Proposition 4.4,
S admits a Borel arc-lifting in X. □

Corollary 4.6. Any locally connected Polish space admits a Borel arc-lifting.

Proof. It is well known that any locally connected Polish space is locally arc-connected. Hence
X admits countably many arc-components {Cn; n ∈ ω} and each Cn is a clopen subset of X, so
a Polish space. Then applying Theorem 4.5 with D = S = C = Cn, d = δ and U(ε) the set of all
arc-connected open subsets of diameter < ε we get a Borel arc-lifting Ψn of Cn in X; and then
Ψ =

⋃
n∈ω Ψn is clearly a Borel arc-lifting of X. □

Corollary 4.7. Let (X, t) be a Polish space, and let τ be the arc-topology defined by (X, t). Then
any τ -separable subset of some arc-component of X admits a Borel arc-lifting in X.

Proof. Fix a complete distance d on X compatible with t. Then the topology τ can be defined
by the pseudo-arc-metric δ defined by (X, d), and δ is a metric on each arc-component C of X.
Since (C, δ) is complete, then δ defines a Polish topology on the closure S of any separable subset
of C. Then we can apply Theorem 4.5 with D = S and U(ε) the set of all δ-open balls of S

of radius <
ε

2
, since by definition of δ, if δ(x, y) < ε then there exists an arc J ⊂ X such that

d-diam(J) < ε and e(J) = {x, y}. □

When X is arc-connected the following theorem is a particular case of more general results we
shall discuss in next Section.

Theorem 4.8. Any planar Polish space X admits a Borel arc-lifting.

Proof. Let d be a compatible complete distance on X. We denote by Y and Z respectively the
atriodic part and the triodic part ofX. SinceX is a plane subset then Z admits at most countably
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many arc-components (Zn)n∈N , and since the equivalence relation EX is Borel (Theorem 2.8.c))
then all the Zn’s as well as Y are Borel subsets of X. Note that

EX = EY ∪
⋃
n∈N

EZn
= EY ∪

⋃
n∈N

Z2
n

and we shall define Borel arc-liftings in X separately for Y and for each Zn .
For Y this is straightforward: Since the set

B = {(x, y, J) ∈ Y 2 × Ĵ (X) : J ⊂ X and e(J) = {x, y}}
is Borel and for all (x, y) ∈ Y 2 ∩ EX the section B(x, y) = {J(x,y)} is a singleton, then the
mapping (x, y) → J(x,y) is a Borel arc-lifting of Y in X.

We now fix n, set C = Zn and S = ΣX ∩ Zn, and fix some element a ∈ S. To construct an
arc-lifting of C in X, it is enough to construct a ⋆-arc-lifting Φ : C → J (X) of C in X, and again
we shall define Φ separately on S and C \ S.

By Theorem 2.8.a) the set S is τ -separable, then by Corollary 4.7 we get an arc-lifting ΨS :
S2 → J (X) of S in X. In particular ΦS = ΨS(a, ·) : S → J (X) is a ⋆-arc-lifting with summit a
of S in X, and we now construct a ⋆-arc-lifting ΦS′ with summit a of S′ = C \ S in X.

By Remark 2.9 we can fix two Borel mappings Ψ : S′ → J (X) and ψ : S′ → S such that
for all x ∈ S′, if J = Ψ(x) then e(J) = {x, ψ(x)} and J ∩ S = {ψ(x)}. Then for all x ∈ S′,
x ̸= a, and since e(ΦS(ψ(x)) = {a, ψ(x)} then ψ(x) ∈ Ψ(x) ∩ ΦS(ψ(x)), hence the oriented
arc (Ψ(x), x, ψ(x)) ∨ (ΦS(ψ(x)), ψ(x), a) is defined, and is of the form (ΦS′(x), x, a). Then by
Lemma 3.5 the mapping ΦS′ : S′ → J (X) thus defined is Borel and by construction ΦS′ is a
⋆-arc-lifting with summit a of S′ in X. □

5. Uniform arc-liftings

Definition 5.1. Given a space X and G ⊂ F(X) let EG = {(F, x, y) ∈ G ×X2 : (x, y) ∈ EF }.
A uniform arc-lifting of G is a mapping Ψ : EG → Ĵ (X) such that for any F ∈ G, the partial

mapping Ψ(F, ·) : EF → Ĵ (X) is an arc-lifting of F (in F ).

As we shall see the complexity of the set Carc(X) is intimately related to the complexity of a
potential uniform arc-lifting of Carc(X). Note that if X is a Polish space and G is an analytic
subset of F(X) then the set EG is analytic, hence the set B = {

(
(F, x, y), J

)
∈ EG × J (X) :

J ⊂ F and e(J) = {x, y}} is analytic too. It follows then from Theorem 1.7 that G admits a
Σ-measurable uniform arc-lifting. If moreover X ⊂ R2 then by Theorem 4.8 any F ∈ G, admits
a Borel arc-lifting, and it is natural to ask whether in this context, G admits a Borel uniform
arc-lifting. As we shall see if the set G is rich enough then even the existence of a bianalytic
uniform arc-lifting is a very strong requirement.

Proposition 5.2. For any Polish space X and all n ≥ 1, the set

C[n]
arc(X) =

{
F ∈ F(X) : ∀x, y ∈ F, ∃≤n J ∈ J (X) : J ⊂ F and e(J) = {x, y}

}
admits a bianalytic uniform arc-lifting.

Proof. Note that the set B = {(F, x, y, J) ∈ F(X)×X2 × J (X) : J ⊂ F and e(J) = {x, y}} is
Borel hence by Proposition 1.5 the set

C = {(F, x, y) ∈ F(X)×X2 : ∃≤n J ∈ J (X) : (F, x, y, J) ∈ B}
is Π1

1 and B∩ (C ×J (X)) is the graph of a bianalytic mapping Φ on C, which to any F, x, y) ∈ C
assigns a nonempty finite set {J1, · · · , Jn} in J (X) with graph contained in B. Then if we
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fix any Borel total ordering < on J (X), the mapping Ψ : C → J (X) defined by Ψ(F, x, y) =

minΦ(F, x, y) is a bianalytic uniform arc-lifting for C[n]
arc(X). □

Proposition 5.3. Suppose that G ⊂ Carc(X) is in Π1
1(Carc(X)), that is G = H ∩ Carc(X) where

H is Π1
1. If G admits a bianalytic uniform arc-lifting then G is Π1

1.

Proof. Let Ψ : EG → Ĵ (X) be a bianalytic uniform arc-lifting. Since the condition “J ⊂
F and e(J) = {x, y}” is Borel, then by Proposition 1.3 Ψ admits an extension Ψ̃ to a bianalytic

mapping with Π1
1 domain D ⊂ H × X2 and such that if J = Ψ̃(F, x, y) then J ⊂ F and

e(J) = {x, y}. Then the set C∗ = {F ∈ H : ∀x, y ∈ F, (F, x, y) ∈ D} is Π1
1. If F ∈ G then

F ∈ H and EF = F 2 hence {F} × F 2 ⊂ EG ∩ (H ×X2) ⊂ D; so F ∈ C∗. Conversely if F ∈ C∗
then then F ∈ H and the mapping Ψ̃ witnesses that F ∈ Carc(X), hence F ∈ G. It follows that
G = C∗ is Π1

1. □

Corollary 5.4. For any Polish space X, if Carc(X) admits a bianalytic uniform arc-lifting then
Carc(X) is Π1

1.

Corollary 5.5. For any Polish space X, each of the following subsets of Carc(X) is Π1
1 and

admits a bianalytic uniform arc-lifting:

a) the set CΘ̌
arc(X) of all atriodic closed arc-connected subsets of X,

b) the set C0
arc(X) of all closed arc-connected subsets of X that contain no Jordan curve.

In particular if X is atriodic or contains no Jordan curve then Carc(X) is Π1
1.

Proof. a) If F ∈ CΘ̌
arc(X) then any arc-component of F is a curve (see Section 2.3) hence

CΘ̌
arc(X) ⊂ C[2]

arc(X) so by Proposition 5.2, CΘ̌
arc(X) admits a bianalytic uniform arc-lifting. More-

over CΘ̌
arc(X) = H ∩ Carc(X) where H is the Π1

1 set of all atriodic closed subsets of X, hence by

Proposition 5.3, CΘ̌
arc(X)is Π1

1.
b) The argument is similar: if F ∈ C0

arc(X) then any arc-component of F is the continuous

image of subinterval of the real line, hence C0
arc(X) ⊂ C[1]

arc(X) and by Proposition 5.2, CΘ̌
arc(X)

admits a bianalytic uniform arc-lifting. Also C0
arc(X) = H ∩ Carc(X) where H is the Π1

1 set of

all closed subsets of X not containing any Jordan curve, hence by Proposition 5.3, CΘ̌
arc(X) is

Π1
1. □

As we mentioned before it was already known from the work of Becker that the set Carc(R2)
is not Π1

1, hence Carc(R2) does not admit a bianalytic uniform arc-lifting. Nevertheless we shall
prove that any Polish subspace of R2 admits a mild form of bianalytic uniform arc-lifting

Let FΘ(X) denote the set of all closed subsets F of X with a nonempty triodic part (ΣF ̸= ∅),
and CΘ

arc(X) = F(X) \ CΘ̌
arc(X) the set of all arc-connected elements of FΘ(X).

Theorem 5.6. For any Polish space X, there exist an auxiliary Polish space A, and a bianalytic
mapping Ψ : D → Ĵ (X) with Π1

1 domain D ⊂ A×F(X)×X2 satisfying:
a) For all (α, F, x, y) ∈ D if J = Ψ(α, F, x, y) then J ⊂ F and e(J) = {x, y}.
b) If X is a planar Polish space then there exists a Σ-measurable mapping σ : F(X) → A

such that for all F ∈ CΘ
arc(X), D(σ(F ), F ) = F 2.

Corollary 5.7. For any planar Polish space X, the set Carc(X) admits a Σ-measurable uniform
arc-lifting Φ such that for all F ∈ Carc(X), the arc-lifting Φ(F, ·) on F is Borel.

Proof. By Proposition 5.2 the set CΘ̌
arc(X) admits a uniform arc-lifting Φ0. Also if Ψ and σ are

as in Theorem 5.6 then the mapping Φ1 on CΘ
arc(X) defined by Φ1(F, x, y) = Ψ(σ(F ), F, x, y) is a

uniform arc-lifting for CΘ
arc(X) which is, by Proposition 1.1, Σ-measurable. Hence Φ = Φ0 ∪ Φ1
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is a Σ-measurable uniform arc-lifting for Carc(X) = CΘ̌
arc(X) ∪ CΘ

arc(X). Moreover if we fix F
then the partial mapping Φ(F, ·) = Ψ(σ(F ), F, ·) on F 2 is bianalytic with a Polish domain, hence
Borel. □

Corollary 5.8. If X is a planar Polish space then the set Carc(X) is in Ǎ(Π1
1).

Proof. Again by Corollary 5.5 the set CΘ̌
arc(X) is Π1

1 and we now prove that the set CΘ
arc(X)

is in Ǎ(Π1
1). For this let Ψ and σ be as in Theorem 5.6. Since D is Π1

1 then the set D =
{(α, F ) ∈ A × F(X) : D(α, F ) = F 2} is Π1

1. By part b) of Theorem 5.6, if F ∈ CΘ
arc(X) then

(σ(F ), F ) ∈ D. Conversely if (α, F ) ∈ D then part a) ensures that F ∈ Carc(X).
Hence CΘ

arc(X) = FΘ(X) ∩ (σ, Id)−1(D); and since FΘ(X) ∈ Σ1
1 and the mapping (σ, Id) is

Σ-measurable, the conclusion follows then from Proposition 1.1. □

6. Definition of the mapping Ψ

In this section we fix a Polish space X, define a specific bianalytic mapping Ψ : D → Ĵ (X)
and prove a number of preliminary results to ensure part a) of Theorem 5.6.

The arguments will make use of Effective Descriptive Set Theory, and we will assume the
reader to be familiar with this topic as presented in [7]. For this we fix on X a complete distance
d and a corresponding ε-recursive presentation in the sense of [7]. Since all the arguments we
will develop are uniform in ε we shall suppose, for simplicity, that ε is recursive.

The recursive presentation of X induces then a natural recursive presentation of the space
K(X) equipped with the corresponding Hausdorff distance, for which the space J (X) is a ∆1

1

subset, the canonical embedding of F(X) into K(X) is a Borel isomorphism onto some ∆1
1 subset

of K(X), and all elementary Borel operations and mappings involving J (X) and F(X) are ∆1
1.

We shall admit that all statements and definitions considered in the previous sections admit
“effective versions” by replacing the “boldface classes” (∆1

1,Σ
1
1,Π

1
1, · · · ) by “lightface classes”

(∆1
1, Σ

1
1 , Π

1
1 , · · · ).

A non negligible part of the work will consist in defining the domain D ⊂ A×F(X)×X2. In
fact we shall first define a set D∗ ⊂ A×F(X)×X and a mapping Ψ∗ : D∗ → J (X), and then
derive (D,Ψ) via a canonical procedure very similar to the way one derives an arc-lifting rom a
⋆-arc-lifting. More precisely D∗ will be the union of two disjoint Π1

1 sets S and S′ and we shall
define Ψ∗ separately on S and S′.

6.1. Coding δ-separable subsets: For all F ∈ F(X) let dF denote the distance on F induced by
d, and δF the arc-pseudo-metric defined on F by the metric structure (F, dF ). Our goal is to
code pairs (S, F ) where F ∈ F(X) and S is a δF -separable closed subset of F contained in some
arc-component of F (so that δF induces a genuine distance on S). Since the distance induced
by δF on each arc-component is complete, such a space S is entirely determined by the distance
induced by δF on any countable dense subset of S.

6.2. Definition of C: Set F = F(X), J = J (X) and A = Xω × J ω. Let C = C(X) be the
set of all (α, F ) ∈ A×F with α = (α0, α1) =

(
(an)n∈ω, (Ip)p∈ω

)
satisfying for all m,n ∈ ω:{

(1) an ∈ F and In ⊂ F,
(2) δF (am, an) = inf{diam(Ip) : e(Ip) = {am, an}} if am ̸= an.

6.3. Definition of S: One should think to an element (α, F ) ∈ C as a code for the δF -closure

of the set Dα = {an; n ∈ ω}, and we set δFα = δF ◦(α0 × α0) ∈ Rω2

+ , so δFα (m,n) = δF (am, an),

which provides a natural coding of the distance induced by δF on Dα. We then define:

S = S(X) = {(α, F, x) ∈ C ×X : x ∈ S(α,F )}.
Recall that since (S(α,F ), δ

F ) is a Polish space, then S(α,F ) is a Borel subset of (F, δF ).
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Lemma 6.4. The set C of codes is Π1
1 .

Proof. Condition (1) is clearly ∆1
1. If σ(α) denotes the righthand side of the equation in (2),

then the mapping α 7→ σ(α) is ∆1
1, and it follows from the definition of δF that δFα ≤ σ(α), hence

condition (2) is equivalent to:

∀m,n ∈ ω, ∀ J ∈ J , if (J ⊂ F and e(J) = {am, an}) then σ(α) ≤ diam(J)

which is clearly Π1
1 . □

It follows from the definition of δF that the sets:

U< = {(F, x, y, r) ∈F ×X2 ×R+ : δF (x, y) < r}
and

U≤ = {(F, x, y, r) ∈F ×X2 ×R+ : δF (x, y) ≤ r}
are Σ1

1 .
Hence the set S =

⋂
r>0

⋃
n∈ω(C ×X × {α0(n)}) ∩ (A× U<r) is the intersection of a Π1

1 set

and a Σ1
1 set, and the same for:

S(2) = {(α, F, x, y) ∈ C ×X2 : (α, F, x) ∈ S and (α, F, y) ∈ S}.
S

(2)
< = {(α, F, x, y, r) ∈ S(2) ×R+ : δF (x, y) < r}

S
(2)
≤ = {(α, F, x, y, r) ∈ S(2) ×R+ : δF (x, y) ≤ r}

Lemma 6.5. The sets S
(2)
< and S

(2)
≤ are ∆1

1 in S(2) ×R+.

Proof. Since U< is Σ1
1 then S

(2)
< = (S(2) ×R+)∩ (A×U) is clearly Σ1

1 in S(2) ×R+. Moreover

for (α, F, x, y, r) ∈ S(2) ×R+, we have :

(F, α, x, y, r) ̸∈ S
(2)
< ⇐⇒ ∀ r′ < r, δF (x, y) > r′

and

δF (x, y) > r ⇐⇒ ∃ ε > 0,∃m,n ∈ ω,

{
(a) δFα (m,n) > r + 2ε,
(b) δF (x, α(m)) < ε and δF (y, α(n)) < ε .

The implication from left to right in the last equivalence follows from the density of Dα in S(α,F ),

and from right to left from the triangle inequality. Then since the mapping (α, F ) 7→ δFα is ∆1
1 on

C, condition (a) is ∆1
1, and by the definition of δF condition (b) is Σ1

1 , which proves that S
(2)
< is

Π1
1 in S(2). Hence S

(2)
< is ∆1

1 in S(2), and similarly for S
(2)
≤ . □

Lemma 6.6. There exist two ∆1
1 mappings φ : S(X) → ωω and Φ : S(X) → Ĵ (X) satisfying

for all (α, F, x) ∈ S(X) with α0 = (an)n∈ω:
a) if φ(α, F, x) = (nk)k∈ω then x = δF -limk(ank

)
b) if J = Φ(α, F, x) then J ⊂ F and e(J) = {a0, x}.

Proof. The argument is partly a reminiscence of the proof of Theorem 4.5. We fix a ∆1
1 bijection

ρ : n 7→ (ℓn, rn) from ω onto ω ×Q+. Let τ : n 7→ ℓn denote the first coordinate of ρ and set for
(α, F ) ∈ C:

an = α0(n) and cn = α0(ℓn) = α0(τ(n))

We then define a tree T = T (α, F ) ⊂ ω<ω on ω as follows:

(i) T ∩ ω1 = {⟨m⟩; m ∈ ω}

(ii)

{
if t = s⌢⟨m⟩ ∈ T then:

t⌢⟨n⟩ ∈ T ⇐⇒ rn < min{rm − δF (cn, cm) ,
rm
2

, {δF (cn, ct(j)); j < |t|}
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For all n let Bn = Bn(α, F ) and B̃n = B̃n(α, F ) denote respectively the open δF -ball, and the
closed δF -ball in S(α,F ), of center cn and radius rn. Then it follows from condition (ii) and the

triangle inequality, that if u = t⌢⟨n⟩ = s⌢⟨m⟩⌢⟨n⟩ ∈ T then B̃n ⊂ Bm, rn <
rm
2
, and for all

j < |t|, cn ̸= ct(j), since rn < δF (cn, ct(j)).

Hence if s = ⟨n0, n1, · · · , nk⟩ ∈ T with k ≥ 1 then Bn0
⊃ B̃n1

⊃ Bn1
· · · ⊃ B̃nk

⊃ Bnk
and

rnk
< rn0

2−k. Then setting S = S(α,F ), for any x ∈ S ∩Bnk
we can find r ∈ Q+ such that

r < min{rnk
− δF (x, α0(nk)) ,

rnk

2
, δF (x, α0(t(j))) for all j < |t|}.

Also by the density of Dα in S we can find some ℓ such that the same inequality holds when
replacing x by ap; and if (ℓ, r) = (ℓn, rn) then s⌢⟨n⟩ ∈ T . Hence any s ∈ T has a (strict)
extension in T and Bnk

⊂ ⋃{Bn : s⌢⟨n⟩ ∈ T}. Since by condition (i) S =
⋃{Bn : ⟨n⟩ ∈ T}

then by induction S =
⋃

σ∈⌈T⌉
⋂

j∈ω Bσ(j) with
⋂

j∈ω ↓ Bσ(j) = {bσ} for all σ ∈ ⌈T ⌉.
So for any x ∈ S there exists at least one infinite branch σ ∈ ⌈T ⌉ such that x ∈ ⋂

j Bσ(j),
hence x = bσ = δ-limk cσ(k) = δ-limk a(ℓσ(k)). If σ

x
(α,F ) is the lexicographical minimum of the set

{σ ∈ ⌈T ⌉ : x = bσ} then:

σx
(α,F )(k) = n ⇐⇒ x ∈ ⋂

j≤k Bσx(j) \
⋃{Bm : m < n and σx

|k
⌢⟨m⟩ ∈ T}

⇐⇒ ∀ j < k, x ∈ Bσx(j), and (∀m < n, σx
|k

⌢⟨m⟩ ̸∈ T or x ̸∈ Bm).

Since the mapping (α, F ) 7→ δF (cn, cm) is ∆1
1 on C then the mapping (α, F ) 7→ T (α, F ) is ∆1

1

too and the set {(α, F, s) ∈ C : s ∈ T (α, F )} is a ∆1
1 subset of C. Moreover by Lemma 6.5, for

all n, the set {(α, F, x) ∈ S : x ∈ Bn} = {(α, F, x) : (α, F, an, x) ∈ S(2)
rn } is a ∆1

1 subset of S.

Hence the mapping φ : (α, F, x) 7→ τ◦σx
(α,F ) is ∆

1
1 on S and satisfies part a).

By condition (2) of Definition 6.2 we can define a mapping µ : C × ω2 → ω by

µ(α, F,m, n) = min{p : e(Ip) = {am, an, } and diam(Ip) < 2 δF (am, an, )}
which is ∆1

1 on C × ω2. If (α, F, x) ∈ S with φ(α, F, x) = τ◦σx
(α,F ) = (ℓkn))n ∈ ωω and pn =

µ(α, F, ℓkn , ℓkn+1) we set ψ(α, F, x) = (pn)n; then the mapping ψ : S → ωω thus defined is ∆1
1 on

S. Moreover by the definition of µ, for all n, e(Ipn) = {ckn , ckn+1}, diam(Ipn) < 2 δF (ckn , ckn+1)

and by part a) x = δF -limn ckn , hence x = d-limn ckn .
If x = a0 set Φ(α, F, a0) = {a0}, and if x ̸= a0 it follows from Remark 3.4. b) that the sequence

(Ipn
)n satisfies the hypothesis of Theorem 3.7, hence by Lemma 3.5 the mapping Φ : (α, F, x) 7→∨

n∈ω I(pn) is ∆
1
1 on S and satisfies part b). □

Lemma 6.7. For all (α, F, x) ∈ S, there exist:
a) σ ∈ ∆1

1(α, F, x) such that σ ∈ ωω, σ ↑ ∞ and x = δF - lim(α0◦σ)
b) J ∈ ∆1

1(α, F, x), such that J ∈ J (F ) and e(J) = {a0, x}.
Proof. If X,Y are r.p. Polish spaces, D ⊂ X and f : D → Y is ∆1

1 then for all x ∈ D, f(x) is
∆1

1(x) (see [7], 3G.5), and Lemma 6.7 follows from Lemma 6.6. □

Lemma 6.8. The set S is ∆1
1 in C × X. In particular S and C \ S are Π1

1 sets, and for all
(α, F ) ∈ C, the set S(α,F ) is ∆1

1(α, F ).

Proof. Observe that for a sequence (xn)n in F :
x = δF - limn xn ⇐⇒ (xn)n is δF -Cauchy and x = limn xn

Hence by Lemma 6.7 a) we have:

(α, F, x) ∈ S ⇐⇒
{
(α, F ) ∈ C

∃σ ∈ ∆1
1(α, F, x), σ ∈ ωω, σ ↑ ∞, α0◦σ is δF -Cauchy and x = limα0◦σ
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The condition “x = lim(α0◦σ)” on (α, x, σ) is clearly ∆1
1; and for (α, F ) ∈ C the condition “α0◦σ

is δF -Cauchy” on (α, F, σ) is ∆1
1 too. The conclusion follows then from the ∆-Uniformization

Criterion ( [7], 4.D 4). □

6.9. Definition of S′: Let C ⊂ A×F and S ⊂ C ×X as in 6.3. For all (α, F ) ∈ C let:

S′
(α,F ) = {x ∈ F \ S(α,F ) : ∃≤2J ∈ J (F ), x ∈ e(J), and J ∩ S(α,F ) = e(J) ∩ S(α,F ) ̸= ∅}

(for the notation ∃≤2 see 1.4). Observe that that if X ⊂ R2 and S(α,F ) = C ∩ΣF where C is an

arc-component in F and ΣF is the triodic kernel of F then by Theorem 2.8.b), S′
(α,F ) = C\S(α,F ).

Then as for S we define

S′ = S′(X) = {(α, F, x) ∈ C ×X : x ∈ S′
(α,F )}.

Lemma 6.10. The set S′ is Π1
1 and there exists a ∆1

1 mapping Φ′ : S′ → J (X) such that if
J = Φ′(α, F, x) then J ⊂ F, e(J) = {x, y} and J ∩ S(α,F ) = {y}; and we set y = φ′((α, F, x).

Proof. For all (α, F ) ∈ C let:

R(α,F ) = {(x, J) ∈ X × J : x ̸∈ S(α,F ), J ⊂ F, x ∈ e(J), S(α,F ) ∩ J = S(α,F ) ∩ e(J) ̸= ∅}
Q(α,F ) = {(x, J, z) ∈ X × J ×X : J ⊂ F, x ∈ e(J), S(α,F ) ∩ e(J) ̸= ∅, z ∈ S(α,F ) ∩

◦
J }

and

R = {(α, F, x) ∈ C ×X : x ∈ R(α,F )} ; Q = {(α, F, x) ∈ C ×X : x ∈ Q(α,F )}.
If e0, e1 are two ∆1

1 mappings on J such that e(J) = {e0(J), e1(J)} for all J ∈ J , then:

(α, F, x, J, z) ∈ Q ⇐⇒
{

(α, F ) ∈ C

J ⊂ F, ∃ i ∈ {0, 1}, ei(J) = x, e1−i(J) ∈ S(α,F ), z ∈ S(α,F ) ∩
◦
J

hence Q is ∆1
1 on C ×X × J ×X.

Moreover for all (α, F ) ∈ C, since S(α,F ) is τ -closed then by Theorem 2.5.(4) for all arc I,
S(α,F )∩ I is compact, hence for all (x, J) ∈ (F \S(α,F ))×J (F ) the section of Q(α, F ) at (x, J) is

S(α,F )∩
◦
J which is σ-compact and ∆1

1(α, F, x, J) hence by ([7], 4.F 16), Q(α, F, x, J) = S(α,F )∩
◦
J

contains a ∆1
1(α, F, x, J) point. So if π0 denotes the canonical projection from C ×X × J ×X

onto the first three factors C ×X × J then

(α, F, x, J) ∈ π0(Q) ⇐⇒


(α, F ) ∈ C
J ⊂ F, ∃ i ∈ {0, 1}, ei(J) = x, e1−i(J) ∈ S(α,F ),

∃ z ∈ ∆1
1(α, F, x, J), z ∈ S(α,F ) ∩

◦
J

and by the ∆-Uniformization Criterion π0(Q) is∆1
1 on C×X×J , henceR = (C×X×J )\π0(Q)

is ∆1
1 on C×X×J too. Fix then a ∆1

1 subset B of A×X×J such that R = B∩ (C×X×J )
and observe that if π denotes the canonical projection from C ×X ×J onto the first two factors
C ×X then (following the notation 1.4)

S′ = π(2)(R) = (C ×X) ∩ π(2)(B)

Hence by the effective version of Proposition 1.5, S′ is Π1
1 and the mapping Φ̃′ : (α, F, x) 7→

{J ′, J ′′} on S′ such that R(α, F, x)) = {J ′, J ′′} is ∆1
1. Then if we fix any ∆1

1-total order < on J ,

the unique mapping Φ′ : S′ → J (X) such that for all (α, F, x) ∈ S′, Φ′(α, F, x) = min Φ̃′(α, F, x)
is ∆1

1 too, and satisfies the conclusion of the lemma. □
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For all α ∈ A set α∗ = α0(0). Let Φ, Φ
′, φ′ be as in Lemmas 6.6 and 6.10, and set D∗ = S∪S′.

Then for all (α, F, x) ∈ D∗:
– if (α, F, x) ∈ S we define Ψ∗(α, F, x) = Φ(α, F, x, α∗),
– if (α, F, x) ∈ S′, we proceed as at the end of the proof of Theorem 4.8 (replacing (Ψ, ψ) by

(Φ′, φ′)), and defining: Ψ∗(α, F, x) = J such that

(J, x, α∗) = (Φ′(x), x, φ′(x)) ∨ (Ψ∗
S(φ

′(x)), ψ(x), α∗).

Since S and S′ are ∆1
1 subsets of D∗ then the mapping Ψ∗ : D∗ → J thus defined is clearly ∆1

1

and for all (α, F, x) ∈ D∗, if Ψ∗(α, F, x) = J then J ⊂ F and e(J) = {x, α∗}. Then let

D = {(α, F, x, y) : (α, F, x) ∈ D∗ and (α, F, y) ∈ D∗}
Finally as in the proof of Proposition 4.4 for all (α, F, x, y) ∈ D we define Ψ(α, F, x, y) = J by

(J, x, y) = (Ψ∗(x), x, α∗) ∨ (Ψ∗(y), α∗, y)

which clearly satisfies part a) of Theorem 5.6.

7. Proof of Theorem 5.6

In all this section X will be a planar Polish space, A = Xω ×J ω, C ⊂ A×F , D∗ = S ∪S′ ⊂
C ×X, D ⊂ C ×X2, and Ψ : D → Ĵ (X) are as defined in the previous section, in particular
the mapping Ψ satisfies part a) of Theorem 5.6. A pair (α, F ) ∈ C is said to be a code for the
set S(α,F ) = S(α, F ).

Lemma 7.1. If F ∈ Carc(X) and (α, F ) ∈ C is a code for ΣF then D(α, F ) = F 2.

Proof. By the definition of S′ if S(α, F ) = ΣF then it follows from Theorem 2.8 b) that
S′(α, F ) = F \ ΣF , hence D∗(α, F ) = F so D(α, F ) = F 2. □

We recall that CΘ
arc(X) denotes the set of all arc-connected sets F ∈ F(X) with a nonempty

triodic part (ΣF ̸= ∅). Then Theorem 5.6 is a consequence of the following.

Theorem 7.2. If X is planar Polish space then there exists a Σ-measurable mapping σ : F(X) →
C such that for all F ∈ CΘ

arc(X), σ(F ) is a code for ΣF .

We first prove some general lemmas which we will need for the proof of Theorem 7.2.

Lemma 7.3. Let X and Y be two Polish spaces and Ŷ := Y ∪ {∗}, where ∗ /∈ Y . Let D be a

countable set and f be a Σ-measurable function from X to Ŷ D. Assume that for each x ∈ X ,
the set {d ∈ D : fd(x) ̸= ∗} is infinite. Then there exists a Σ-measurable function f̃ : X → Y ω

such that for all x ∈ X

{fd(x) : d ∈ D and fd(x) ̸= ∗} = {f̃n(x) : n ∈ ω}
Proof. Enumerate D as a sequence (dk)k∈ω and for all x ∈ X denote Dx the countable infinite

set {d ∈ D : fd(x) ̸= ∗} = {d ∈ D : fd(x) ∈ Y }. Then take for f̃n(x) the n
th term of the infinite

sequence (with partial domain)
(
fdk

(x)
)
k∈Dx

. This ensures that

Y ⊃ {fd(x) : d ∈ D and fd(x) ̸= ∗} = {fd(x) : d ∈ Dx} = {f̃n(x) : n ∈ ω}
To prove that f̃ is Σ-measurable we have to show that for all n ∈ ω and all open set V ⊂ Y

the set f̃−1
n (V ) belongs to Σ. For all u ∈ ω the set Lu = {x ∈ X : fdu

(x) ̸= ∗} belongs to Σ and

so does LV
u = {x ∈ Lk : fdu(x) ∈ V }. Then the set {x : f̃n(x) ∈ V } is equal to⋃

u1<u2<···<un=k

(
LV
k ∩

⋂
i≤n

Lui
∩
⋂

i∈k\{u1,u2,...,un}
(X \ Lui

)
)

which belongs to Σ. □
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Lemma 7.4. Let X and Y be Polish spaces, ∗ /∈ Y and Z be an analytic subset of X × Y .

Then there exists a Σ-measurable fonction f = X → Ŷ = Y ∪ {∗} such that (x, f(x)) ∈ Z if x
belongs to the projection π(Z) of Z on X and f(x) = ∗ ⇐⇒ x /∈ π(Z).

Proof. It follows from Theorem 1.7 that there is a Σ-measurable fonction f : π(Z) → Y such
that f(x) ∈ {y ∈ Y : (x, y) ∈ Z} whenever x belongs to the analytic set π(Z). Then extending

f by ∗ on the coanalytic set X \ π(Z) yields a Σ-measurable function X → Ŷ . □

The proof of Theorem 7.2 relies strongly on the following notion.

7.5. Triods trap: A triod trap is a quadruple p = (W, I0, I1, I2) whereW is the bounded connected
component of some Jordan curve ∂W and I0, I1, I2 are three pairwise disjoint sub-arcs of ∂W ;
W will be called the domain of p, and we set W = dom(p) and diam(p) = diam(W ).

A triod T will said to be compatible with the trap (W, I0, I1, I2) if T = J0 ∪ J1 ∪ J2 ⊂W and
for all k, Jk ∩ ∂W = e(Jk) \ {c(T )} ⊂ Ik.

In fact the heart of Moore’s proof of Theorem 2.6 ([6], Lemma 1) can be restated as follows:

Lemma 7.6. (Moore). Two triods compatible with the same trap have nonempty intersection.

To derive Theorem 2.6 from Lemma 7.6 observe that there exists a countable set P of triod
traps in the plane such that any triod in the plane is compatible with some p ∈ P. For example
one can take for P the countable set of all rational circular triod traps i.e. the set of all traps of
the form p = (W, I0, I1, I2) whereW is an open disc with rational radius and rational coordinates
center, and, for each i ∈ 3, Ii is a sub-arc of ∂W with rational endpoints.

Figure 2

cT

I2

I0

I1

J0

J1

J2

W

cT
cT ′

I2

I0

I1

J0

J1

J2

W

Observe that if T = J0 ∪ J1 ∪ J2 is compatible with the trap p = (W, I0, I1, I2), W
′ is the

bounded connected component of some Jordan curve ∂W ′, W ′ ⊂ W and c(T ) ∈ W ′ each Jk
meets ∂W ′. It follows that there is a unique triod T̃ = J̃0 ∪ J̃1 ∪ J̃2 contained in T with J̃k ⊂ Jk,
hence c(T̃ ) = c(T ), and such that J̃k ∩∂W ′ is a singleton; and we shall then write T̃ = T|W ′ . For

fixedW andW ′ the set of such pairs (T, T̃ ) is Borel, and the mapping T 7→ T̃ is Borel. If moreover

(I ′0, I
′
1, I

′
2) are pairwise disjoint sub-arcs of ∂W ′ and T̃ is compatible with p′ = (W ′, I ′0, I

′
1, I

′
2) we

shall say that T is weakly compatible with the trap p′. It follows that for all trap p′ the set of
triods T which are weakly compatible with p′ is Borel.

Proof of Theorem 7.2:
Let P denote the set of all rational circular triod traps introduced in 7.5. For each triod trap p

the set Tp(X) of all triods in X compatible with p is Borel, and the set Mp(X) of closed subsets
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of X which match p, i.e which contain a triod compatible with p, is analytic. For all p ∈ P and
all ε > 0 we denote by Pp,ε the set of all triod traps q ∈ P such that dom(q) ⊂ dom(p) and
diam(q) < ε.

Lemma 7.7. For all p ∈ P there exists a Borel function γp which assigns to each pair of triods
(T, T ′) ∈ Tp(X)2 compatible with p an arc joining cT to cT ′ inside T ∪ T ′.

Proof. By Lemma 7.6, T ∩ T ′ ̸= ∅. It is well known that there exists a Borel choice function ρ
assigning to each nonempty closed subset F of a Polish space X an element of F . So the function

(T, T ′) 7→ ρ(T ∩ T ′) is Borel. Moreover there is a unique arc J⃗ contained in T and joining cT to

ρ(T ∩ T ′) and similarly a unique arc J⃗ ′ contained in T ′ and joining cT ′ to ρ(T ∩ T ′). The graphs

of these two mappings are Borel ; so the functions (T, T ′) 7→ J⃗ and (T, T ′) 7→ J⃗ ′ are Borel, and

so is the function (T, T ′) 7→ J⃗ ∨ f(J⃗ ′). And this latter arc joins cT to cT ′ inside T ∪ T ′. □

Lemma 7.8. For each p ∈ P there exists a Σ-meaurable function φp defined on the set F∗ of all
closed nonempty subsets of X such that φp(F ) = (T, a) where T ∈ Tp(X), T ⊂ F and a = cT if
F matches p and φp(F ) = ∗ if not.

Proof. The set Ẽp = {(F, T, a) ∈ F∗ × Tp ×X : T ⊂ F and a = cT and F matches T } is Borel.
Its projection Mp on F∗ is analytic and by Theorem 1.7 there exists a Σ-measurable selection

of Ẽp on Mp. Extending this selection by ∗ on F∗ \Mp we define a Σ-measurable function φp.
For F ∈ Mp we will set φ1

p(F ) = T and φ2
p(F ) = a if φp(F ) = (T, a). □

Lemma 7.9. Let p ∈ P, ε > 0 and the Σ-measurable function φp be as in Lemma 7.8. Then
there exists a Σ-measurable function λp,ε : F∗ → Pp,ε such that for all F ∈ F∗, if φp(F ) ̸= ∗,
the triod φ1

p(F ) is weakly compatible with the trap λp,ε(F ).

Proof. The set {F : φp(F ) ̸= ∗} is analytic hence belongs to Σ.
For each q ∈ Pp,ε the set {T ∈ T (X) : T is weakly compatible with q} is Borel. Thus the set

Zq = {F : φp(F ) is weakly compatible with q} belongs to Σ. And it is easy to check that

Mp = {F : φp(F ) ̸= ∗} ⊂
⋃

q∈Pp,ε

Zq

since for all F ∈ Mp the center of the triod φ1
p(F ) belongs to the domain W ′ of some trap

q = (W ′, I ′0, I
′
1, I

′
2) ∈ Pp,ε. Thus it is possible to find a countable partition (Z ′

q )q∈Pp,ε
of Mp such

that Z ′
q ∈ Σ and Z ′

q ⊂ Zq. Setting

λp,ε(F ) = q ⇐⇒ F ∈ Z ′
q

completes the proof. □

Lemma 7.10. For all (p, q) ∈ P2, all r ∈ Q+ and all k ∈ ω there exists a Σ-measurable function
ψp,q,r,k on F∗ such that ψp,q,r,k(F ) is an oriented arc J joining φ2

p(F ) to φ2
q(F ) inside F with

diam(J ∪ dom(p′) ∪ dom(q′)) < r and max(diam(p′),diam(q′)) < 2−k if such a J exists, and
ψp,q,r,k(F ) = ∗ if not.

Proof. As above the set

Êp,q,r =
{
(F, T, T ′, J) ∈ F∗ × Tp(X)× Tq(X)× J (X) : J, T, T ′ ⊂ F

and e(J) = (cT , cT ′) and diam(J ∪ p ∪ q) < r
}

is Borel and has a Σ-measurable selection χp,q,r on its projection E∗
p,q,r = π(Êp,q,r) on F∗ that

we extend by ∗ on the coanalytic set F∗\E∗
p,q,r. If χp,q,r(F ) = (T, T ′, J) we denote χ1

p,q,r(F ) = T ,

χ2
p,q,r(F ) = T ′ and χ3

p,q,r(F ) = J . Then for F ∈ E∗
p,q,r, we necessarily have F ∈ Mp ∩Mq.
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Clearly, if F ∈ E∗
p,q,r, we also have F ∈ E∗

p,q,r′ for all r
′ > r ; so the set {(p, q, r) : F ∈ E∗

p,q,r}
is either empty or infinite.

For p, q ∈ P, r ∈ Q+ and k ∈ ω, we consider for all F ∈ Mp ∩ Mq : p′ = λp,2−k(F ) ,
W ′ = dom(p′), q′ = λq,2−k(F ) and V ′ = dom(q′).

By definition of λp,2−k(F ) the triod T = φ1
p(F ) is weakly compatible with p′. So T|W ′ is

compatible with p′, and c(T ) = c(T|W ′). Similarly the triod S = φq(F ) is weakly compatible
with q′. Thus using the functions γp′ and γq′ from Lemma 7.7, we can consider the oriented arcs

I⃗p,k,r,F = γp′
(
φ1
p′(F ), χ1

p′,q′,r(F )
)

J⃗q,k,r,F = γq′
(
φ1
q′(F ), χ

2
p′,q′,r(F )

)
respectively contained in W ′ = dom(p′) and V ′ = dom(q′), and joining respectively c(T ) to
e0(χ

3
p′,q′,r(F )) and c(S) to e1(χ

3
p′,q′,r(F )).

Assume moreover that F ∈ E∗
p,q,r. Since the functions γp are Borel, it is clear that the functions

F 7→ I⃗p,k,r,F and F 7→ J⃗q,k,r,F are Σ-measurable, and so is the concatenation

ψp,q,r,k(F ) = I⃗p,k,r,F ∨ χ3
p′,q′,r(F ) ∨ f(J⃗q,k,r,F )

which is an oriented arc joining φ2
p(F ) to φ2

q(F ). Moreover ψp,q,r,k(F ) ⊂ χ3
p′,q′,r(F ) ∪W ′ ∪ V ′,

hence diam(ψp,q,r,k(F )) < r. □

Applying Lemma 7.4 to the family
(
φ2
p

)
p∈P and to the family

(
ψ3
p,q,r

)
(p,q,r)∈T (X)2×Q+ we get

Σ-measurable functions φ̃ : F∗ → Xω and ψ̃ : F∗ → J⃗ (X)ω such that for every F ∈ F∗

{φ̃n(F ) : n ∈ ω} = {φ2
p(F ) : F ∈ Ep, p ∈ P}

{ψ̃n(F ) : n ∈ ω} = {ψ3
p,q,r,k(F ) : p, q ∈ P, r ∈ Q∗, k ∈ ω}

Then the sequence (an) =
(
φ̃n(F )

)
n
is τ -dense in ΣF since for every trap p matched by F there

is some n such that an is the center of some triod compatible with p.

Lemma 7.11. If (am, an) = (φ̃m(F ), φ̃n(F )) ∈ EF then

δF (am, an) = inf{diam(J) : ∃k ∈ ω J = ψ̃k(F ) and e(J) = (am, an)} .

Proof. If (am, an) ∈ EF then δF (an, am) <∞, and for all r ∈ Q+ such that r > δF (an, am) there
exists an arc J0 with endpoints an and am such that δF (an, am) ≤ diam(J0) < r and an integer k
such that diam(J0)+ 21−k < r. There exist p and q in P such that an = φ2

p(F ) and am = φ2
q(F ),

and we denote p′ = λp,2−k(F ) and q′ = λp,2−k(F ). We then have diam(I⃗p,k,r,F ) < 2−k and

diam(I⃗q,k,r,F ) < 2−k, hence

diam
(
I⃗p,k,r,F ∨ J0 ∨ f(I⃗q,k,r,F )

)
< 2−k + diam(J0) + 21−k = diam(J0) + 21−k < r .

It follows that F ∈ E∗
p′,q′,r and that J1 = ψp,q,r,F satisfies e(J1) = (am, an) and diam(J1) < r.

Then there exists k ∈ ω such that J1 = ψ̃k(F ) and we are done. □

To finish the proof of Theorem 7.2 define σ : F(X) → C by σ(F ) =
(
φ̃(F ), ψ̃(F )

)
and observe

that if F is arc-connected then any two elements φ̃m(F ), φ̃n(F ) of φ̃(F ) are EF -equivalent and
apply Lemma 7.11. □
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8. The exact complexity of Carc(R2)

By Corollary 5.8 the set Carc(R2) of arc-connected compact subsets of the plane R2 is a Ǎ(Π1
1)

subset of K(R2), and we now prove that this upper bound complexity is optimal.

Theorem 8.1. The set Carc(R2) is Ǎ(Π1
1)-complete.

Proof. We start by some preliminary constructions.

The Cantor space B : We first define inductively for all s ∈ ω<ω reals as and bs in I = [0, 1]
as follows:

Set a∅ = 0 , b∅ = 1, and fix two increasing sequences (an)n∈ω , (bn)n∈ω such that:

a∅ < a0 < b0 < a1 < b1 < · · · an < bn < an+1 < · · · < b∅ and b∅ = sup
n
an = sup

n
bn

then for all s ̸= ∅ if hs : ξ 7→ (1− ξ)as + ξ bs is the affine function such that hs(I) = [as, bs] define
as⌢⟨n⟩ = hs(an) and bs⌢⟨n⟩ = hs(bn).

Then ρ = supn∈ω(bn − an) < 1 and for all s ∈ S, bs − as ≤ ρ|s|. Hence for all σ ∈ ωω the real
bσ = infs≺σ bs = sups≺σ as, is well defined, and we set:

B0 = {bs : s ∈ ω<ω} ; B1 = {bσ : σ ∈ ωω} and B = B0 ∪B1

The set B is clearly a perfect compact subset of I with empty interior.

The next construction is essentially due to Becker (see [4], 33.17 and 37.11). Let T ⊂ 2ω
<ω

denote the set of all trees on ω.

Lemma 8.2. There is a continuous function B : T → K(R2) which assigns to any T ∈ T a
connected compact subset B(T ) of the unit square I2 such that :

a) (0, 1) ∈ B(T ) and (I× {0}) ∪ ({1} × I) ⊂ B(T ),

b) B(T ) has at most two arc-components,

c) T is ill-founded ⇐⇒ B(T ) is arc-connected

⇐⇒ there is an arc in B(T ) connecting (0, 1) and (1, 0).

Proof. For any u, v ∈ R2 we denote by [u, v] the line segment joining u to v. For all s ∈ ω<ω let

âs, b̂s the elements of R2 defined by âs = (as, 2
−|s|) and b̂s = (bs, 2

1−|s|), and consider the family
(Rs)s∈ω<ω of compact subsets of I2 defined as follows:

R∅ = (I× {0}) ∪ ({1} × I) ∪ [â∅, â0] ∪
⋃
n∈ω

(
[ân, b̂n] ∪ [b̂n, ân+1]

)
(see Fig. 3); and for all s ∈ ω<ω, Rs is the image of R∅ under the affine mapping sending â∅ to
âs and {b∅} × I to {bs} × [0, 2−|s|]. Finally for all T ∈ T let B(T ) =

⋃
s∈T Rs.

It is clear that each Rs is a connected, but not arc-connected, compact set. Since Rs and
Rs⌢⟨n⟩ have âs⌢⟨n⟩ and (bs, 0) in common, then any point in B(T ) is connected by an arc either

to â∅ or to b̂ = (1, 0). Hence B(T ) has at most two arc-components.
The set B(T ) is compact : indeed, if (zi) is a sequence in B(T ) which converges to z ∈ I2,

there exists a sequence s(i) ∈ T such that zi ∈ Rs(i) and we can extract a subsequence such that
– either s(i) is a constant s, and then z ∈ Rs since Rs is closed,
– or there exists s ∈ T and a sequence (ni) converging to ∞ such that s⌢⟨ni⟩ ⪯ s(i), and then
z ∈ {bs} × [0, 2−|s|] ⊂ Rs ⊂ B(T ),
– or else there exists σ ∈ ωω such that σ|i ⪯ s(i), and zi → (bσ, 0) ∈ R∅ ⊂ B(T ).

It is not difficult to see that T 7→ B(T ) is continuous from T to K(R2). Moreover if σ is a
branch of T , then for all s ≺ σ there exists an arc Jn ⊂ Rs ⊂ B(T ) with endpoints âσ|n and
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Figure 3
â∅

â0 â1

b̂0 b̂1

b̂

âσ|n+1
. And the concatenation of the Jn’s yields an arc connecting â∅ to (bσ, 0). Thus in this

case B(T ) is arc-connected.
Conversely, if B(T ) is arc-connected let γ : I → B(T ) be a continuous mapping with γ(t) =(

γ1(t), γ2(t)
)
, γ(0) = â∅ and γ(1) ∈ I × {0}, and consider θ = inf{t : γ2(t) = 0} > 0 and

θk = sup{t < θ : γ2(t) ≥ 2−k}. Then for θk < t < θ, γ2(t) < 2−k and there exists some s(k) ∈ ωk

such that γ(t) ∈ ⋃{Rs; s ∈ T, and s ⪰ s(k)}; so s(k) ∈ T and s(k) ≺ s(k+1). Hence there exists
σ ∈ ωω such that s(k) ≺ σ for all k. Thus σ is a branch of T , and T is ill-founded. □

A connected compact set with uncountably many arc-components
Let B the Cantor set constructed above with the elements as, bs and bσ for s ∈ ω<ω and

σ ∈ ωω, and fix a decreasing sequence (αn) ∈ I such that α0 = 1 and limn αn = θ =
2

3
.

Figure 4
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â∅

â0
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For all s ∈ ω<ω with |s| = k, let Ps be the union of the following four segments of the unit
square (see Fig. 4):

– the vertical segment Is with endpoints âs = (as, αk) and ĉs = (as, αk − θ) (of length θ),
– the segment with endpoints ĉs and âs⌢⟨0⟩,

– the horizontal segment Hs with endpoints âs⌢⟨0⟩ and b̂s = (bs, αk+1),

– the vertical segment Js with endpoints b̂s and (bs, 0) which has length αk+1.
It is clear that each Ps is arc-connected and has the point âs⌢⟨n⟩ in common with Ps⌢⟨n⟩, hence

P∞ :=
⋃

s∈ω<ω Ps is arc-connected, and the compact set P = P∞ is connected.

Lemma 8.3. The set P is the union of P∞ and the vertical segments Jσ = {bσ}×[0, θ]. Moreover
there is no arc in P connecting â∅ to any Jσ.

Proof. Let (zi) be a sequence of points of P∞ converging to z = (x, y) ∈ P . There exists a
s(i) ∈ ω<ω such that zi ∈ Ps(i) , and again one can extract a subsequence such that :

– either s(i) is a constant s and then z ∈ Ps ⊂ P∞ since Ps is closed,
– or there exists s ∈ ω<ω and (ni) in ω converging to ∞ such that s⌢⟨ni⟩ ⪯ s(i), and then

z ∈ Js ⊂ Ps ⊂ P∞,
– or else there exists σ ∈ ωω such that σ|i ⪯ s(i), and then y ≤ θ and x = bσ, hence z ∈ Jσ.

Conversely, if z = (bσ, y) ∈ Jσ , the points (as, y+αk − θ) for s = σ|k belong to P∞ and converge
to z; hence Jσ ⊂ P .

If there were an arc J connecting â∅ and Jσ, then J should go through points in Hs for every
s ≺ σ and J should contain Is for every s ≺ σ, which is impossible. So each Jσ for σ ∈ ωω is an
arc-component of P . □

Construction of a compact connected subset of I2
We recall that for any s ∈ ω<ω with length k = |s| > 0 we denote by s∗ the sequence of length

k − 1 such that s∗ ≺ s.
We now modify the above constructed compact set P by adding shortcuts between Hs and

Hs∗ : choose for every s ∈ ω<ω of length k ≥ 1 some small square Qs inside the open rectangle
]as⌢⟨0⟩, bs[×]αk+1, αk[ and consider the positive homothety hs transforming the unit square I2
into Qs. For a given tree Ts ∈ T the shortcut Ss will be the union of hs(B(Ts)), where B(Ts)
is the compact set defined in Lemma 8.2, with two vertical segments connecting respectively
hs(0, 1) to Hs∗ and hs(1, 0) to Hs (see Fig. 5).

Then for any family T̃ = (Ts)s∈ω<ω ∈ T (ω<ω), let

Ψ(T̃ ) = P ∪
⋃

k≥1

⋃
s∈ωk

Ss

Lemma 8.4. Ψ(T̃ ) is compact and connected. Moreover the function Ψ is continuous from the

compact space T (ω<ω) to K(R2).

Proof. Since every point of B(Ts) is connected to (0, 1) or to (1, 0) (both if T is ill-founded), every

point of Ss is connected to P∞. So Ψ(T̃ ) is the union of the compact set P and the arc-connected
set P∞ ∪⋃

s Ss, hence is connected.

To see that Ψ(T̃ ) is compact, it is enough to prove that if a sequence (zi) in
⋃

s Ss converges

to z = (x, y) ∈ I2, then z ∈ Ψ(T̃ ). Then there exists a sequence (s(i)) in ω<ω such that zi ∈ Ssi .

Again, if si is constant equal to s, Ss is closed and z ∈ Ss ⊂ Ψ(T̃ ). If there exist s ∈ ω<ω and

(ni) tending to ∞ such that s⌢⟨ni⟩ ⪯ s(i), then x = bs and z ∈ Js ⊂ P ⊂ Ψ(T̃ ). And finally, if

there exists σ ∈ ωω such that σ|i ⪯ s(i), then x = bσ and y = θ, hence z ∈ Jσ ⊂ Ψ(T̃ ).
Observe that for every ε > 0 there are only finitely many s ∈ ω<ω such that d(Ss, P ) >

ε. It follows that if we fix an enumeration (s(n))n of ω<ω, then Ψ is the uniform limit of
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Figure 5
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â00

b̂∅

b̂0 b̂1

(b∅,0)

S0 S1

a sequence of continuous functions ψn from T (ω<ω) to K(R2) associating to any T̃ the set

ψn(T̃ ) = P ∪⋃n
j=0 Ss(j) ; hence Ψ is continuous. □

It results from what precedes that Ψ(T̃ )\⋃σ∈ωω Jσ is arc-connected and that for each σ ∈ ωω,

either Jσ is an arc-component of Ψ(T̃ ), or Jσ is connected to P∞ by an arc in Ψ(T̃ ).

Lemma 8.5. For any σ ∈ ωω, Jσ is connected to P∞ by an arc in Ψ(T̃ ) if and only if the set
{s ≺ σ : Ts is well-founded} is finite.

Proof. Suppose first that there exists u ≺ σ such that Ts is ill-founded for each s with u ≺ s ≺ σ.
Let s(k) ∈ ω<ω the beginning of σ with length |u| + k. Then since Ss(k) is arc-connected there
exists for each k ≥ 1 a continuous function γk : [1 − 21−k, 1 − 2−k] → Hs(k−1) ∪ Hs(k) ∪ Ss(k)

such that γk(1 − 21−k) = âs(k−1)⌢⟨0⟩ and γk(1 − 2−k) = âs(k)⌢⟨0⟩. It follows that there exists

a continuous function γ : [0, 1[→ P∞ ∪ ⋃
s Ss which extends all γk, that γ(0) ∈ P∞ and that

γ(ξ) → (bσ, θ) ∈ Jσ when ξ → 1. This shows that Jσ is connected to P∞ by an arc in Ψ(T̃ ).

Conversely, suppose that there exists a continuous path γ : I → Ψ(T̃ ) connecting â∅ to Jσ.

Then ξ∗ = inf{ξ : γ(ξ) ∈ Jσ} > 0. It is easily seen that for any s ∈ ω<ω, Ψ(T̃ ) \ Hs is not
connected and that Hs separates âs from Jσ whenever s ≺ σ. So ξk = sup{ξ ≤ ξ∗ : γ(ξ) ∈ Hσ|k}
is well defined for all k ≥ 0, and ξk < ξk+1 < ξ∗. Then if ξ∗∗ = sup ξk ≤ ξ∗ we necessarily
have γ(ξ∗∗) ∈ lim supkHσ|k = {(bσ, θ)} ⊂ Jσ, hence ξ∗∗ = ξ∗. Moreover by continuity of γ

at ξ∗ there exists k0 such that for ξk0
< ξ < ξ∗ : d(γ(ξ), γ(ξ∗)) < 1 − θ. It follows that no

point ĉσ|k for k > k0 can belong to γ([ξk0 , ξ
∗]). Thus γ has to go through all shortcuts Sσ|k for

k > k0. This implies that the corresponding trees Tσ|k are ill-founded for all k > k0 and the set

{s ≺ σ : Ts is well-founded} is finite. □
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Lemma 8.6. The compact set Ψ(T̃ ) is arc-connected if and only if for all σ ∈ ωω there are only
finitely many Ts with s ≺ σ which are well-founded.

Proof. The compact set Ψ(T̃ ) is arc-connected if and only if each Jσ for σ ∈ ωω is connected to
â∅ by an arc; and by the previous lemma this happens if and only if only finitely many Ts with
s ≺ σ are well-founded. □

To finish the proof of Theorem 8.1 let Z ⊂ 2ω be any Ǎ(Π1
1)-set. We want to construct a

continuous function Φ : 2ω → K(R2) such that Φ(ζ) is arc-connected if and only if ζ ∈ Z. By
definition of Ǎ(Π1

1), there is a Souslin scheme (Γs)s∈ω<ω of Π1
1-sets, which can be assumed to be

regular, such that

2ω \ Z =
⋃

σ∈ωω

⋂
s≺σ

Γs

Since the set WF of well-founded trees is Π1
1-complete in T , we can find for each s ∈ ω<ω a

continuous function Ts : ζ 7→ Ts(ζ) such that Ts(ζ) ∈ WF ⇐⇒ ζ ∈ Γs. Then the function

T̃ : 2ω → T (ω<ω) defined by T̃ (ζ) = (Ts(ζ))s∈ω<ω is continuous too and so is Φ : ζ 7→ Ψ(T̃ (ζ)).
If ζ ∈ Z, then for all σ ∈ ωω, ζ /∈ ⋂

s≺σ Γs, thus there exists s0 ≺ σ such that ζ /∈ Γs0 and
since the Souslin scheme is regular we have also for s0 ⪯ s ≺ σ : ζ /∈ Γs and the tree Ts(ζ) is
ill-founded; it follows that Jσ is connected to â∅ by an arc. Since this happens for all Jσ, the
compact set Φ(ζ) is arc-connected.

Conversely, if ζ /∈ Z there is a σ ∈ ωω such that for all s ≺ σ : ζ ∈ Γs and Ts(ζ) ∈ WF ; it
follows that Jσ is connected to â∅ by none arc, and Φ(ζ) is not arc-connected.

Thus Z = Φ−1(Carc(R2)) and the proof is complete. □
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Jussieu-Paris Rive Gauche, IMJ-PRG, F-75005, Paris, France

Email address: gabriel.debs@imj-prg.fr
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